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Walthère Dewé a,∗, Michaël De Smet b, Nathalie Evrard b, Benoit Culot b, Marc Lastelle b,
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bstract

The lead optimization phase of drug discovery requires high-throughput analyses for quantification in biological matrices and in plasma in
articular. Over the last decade, some technical innovations allowed the pharmaceutical industry to improve the quality of the results. However,

here is room for improvement. In this context, a new calibration strategy is proposed in this paper. Experiments were performed on dog plasma
amples and it was showed that a within-animal calibration strategy can reduce the bias up to 20% and improve the precision up to 20%. However,
partial within-animal calibration is preferred to the full approach in order to avoid to many sample preparations.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Bioanalysis in the lead optimization (LO) phase of drug
iscovery is a high-throughput process for quantification of
ompound concentration in plasma in the context of a phar-
acokinetic study. The technology that is frequently used is

iquid chromatography coupled with tandem mass spectrometry
LC/MS–MS) [1–13].

Due to the compound attrition rate in the LO phase, which
eans that most of the compounds are analyzed only once, it

s not reasonable developing a specific analytical for each com-
ound, as done in Good Laboratory Practice (GLP) studies. As
consequence, a generic method has been developed and is rou-

inely used for analyzing most of the compounds, no matter of
he chemical diversity.

The calibration required in such analyses consists of spik-
ng blank plasma samples with different determined amounts

f analyte and then in assessing the concentration–response
elationship. Usually, the blank plasma samples are taken from
nimals that do not enter in the pharmacokinetic study.
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This calibration process could be a source of bias and varia-
ion. Indeed, calibrating with plasma that is potentially not the
ame as the one collected during the study may induce a matrix
ffect [14].

A bias or a large variability in the analytical results may
nduce a bias and a large variability in the derived pharmacoki-
etic parameter estimates, like Cmax, half-life, bioavailability
. .. Ultimately, it may lead to take inappropriate decisions about
he compound of interest.

This paper describes an experiment, performed with dog
lasma, for which the results demonstrate that such matrix
ffects do exist, in terms of bias and precision. As a consequence,
his paper also includes a proposal to eliminate this matrix effect.
his proposal is not based on an optimization of the analytical
ethod. On purpose, the analytical method stayed unchanged

uring the whole experiment. The proposal is actually based
n a generation of little information, used for calibration, from
ach study animal and on an appropriate calibration strategy.
he results will demonstrate an almost complete elimination of

he bias as well as a significant improvement of the precision.

Three calibration strategies have been considered to gener-

te results: the ‘out-of-dog’ (OOD) calibration, the ‘within-dog’
WD) calibration and the ‘pooled’ calibration. They, respec-
ively, consist of calibrating using spiked plasma samples

mailto:walthere.dewe@scarlet.be
dx.doi.org/10.1016/j.jchromb.2007.04.018
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Table 1
Description of the different out-of-dog calibration cases

Dog used to calibrate Analyst Dogs to get results

1 1 2, 3, 4, 5, 6, 7
2 2, 3, 4, 5, 6, 7

2 1 1, 3, 4, 5, 6, 7
2 1, 3, 4, 5, 6, 7

3 1 1, 2, 4, 5, 6, 7
2 1, 2, 4, 5, 6, 7

4 1 1, 2, 3, 5, 6, 7
2 1, 2, 3, 5, 6, 7

5 1 1, 2, 3, 4, 6, 7
2 1, 2, 3, 4, 6, 7

6 1 1, 2, 3, 4, 5, 7
2 1, 2, 3, 4, 5, 7
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oming from a non treated dog, of calibrating in each treated
og for which samples have to be analyzed, that will be treated,
nd of calibrating using a pool of plasma samples. The OOD
alibration is the one currently used in routine. The WD calibra-
ion would allow us to calculate the concentrations of unknown
amples based on spiked samples having the same matrix. The
ooled calibration is usually the one used in low-throughput
ioanalysis, like in a GLP study.

Experiments were designed in order to assess the impact of
hese different calibration strategies on the quality of the results.
he dog was the lonely species considered in our experiments.

. Material and methods

.1. Experimental design

The different factors that were considered in the experiments
re the following:

compound (amitryptiline, sertraline and verapamil),
animal (#8, the 8th animal being the pool of the first 7),
operators (#2).

Each operator had to perform the same preparations. Samples
ere prepared for calibration purpose only (preparation 1) while
thers were prepared independently for performance evaluation
urpose (preparation 2). These two preparations allowed us to
ave a comparable number of measures to estimate the param-
ters of interest (bias and variance). Within each preparation,
lasma of the seven dogs and the pool was spiked in duplicates
t 10 different concentrations of each compound (1, 2, 5, 10, 20,
0, 100, 200, 500 and 1000 ng/ml).

In total, 4 × (8 × 10) × 2 = 640 samples were prepared and
40 × 3 = 1920 peak areas were obtained.

.2. Calibration approaches

What ever the calibration strategy, either the peak area or the
atio to the selected internal standard was used as response and
he same weighted quadratic regression model was performed
o determine the calibration curve:

= β0 + β1X + β2X
2 + ε

here Y is the response (peak area or ratio), X is the analyte
oncentration and ε is the error term following a normal distribu-
ion N(0,σ2). The parameters β0, β1 and β2 are the intercept, the
lope and the quadratic coefficient, respectively. A 1/X weighting
actor was chosen.

.2.1. Out-of-dog calibration
The presence of seven dogs in the study design allowed us to

reate seven different assessments of the performance of the cali-
ration strategy. The first assessment is the following: calibration

s performed with dog 1 (preparation 1) and the concentrations
f dogs 2,. . ., 7 (preparation 2) are calculated based on dog 1
alibration curves. As second assessment, dog 2 is used to cal-
brate and concentrations of the other dogs are calculated. And

b
[

t

1 1, 2, 3, 4, 5, 6
2 1, 2, 3, 4, 5, 6

o on. This is summarized in Table 1. Because of the duplicates,
he number of results available in each of the 7 cases is 24, i.e.
analysts × 6 animals × 2 replicates.

.2.2. Within-dog calibration
As each analyst has performed two independent preparations

n each dog, the first one was used to obtain the calibration curve
ecessary to calculate the concentrations of the second prepa-
ation. This was performed twice as duplicates are available in
ach preparation. The number of results available in this (unique)
ase is 28, i.e. 2 analysts × 7 animals × 2 replicates.

.2.3. Pooled calibration
The plasma of the seven dogs were also pooled and then

piked. These samples were used for calibration and allowed us
o calculate the concentrations of the seven dogs (preparation
). The number of results available in this case is also 28, i.e. 2
nalysts × 7 animals × 2 replicates.

.3. Statistical assessment

The following assessment was performed by concentration
evel for each calibration strategy and for the “out-of-dog” in par-
icular, this was applied seven times as there are seven calibration
ossibilities.

First of all, once the parameters β0, β1 and β2 of the cali-
ration curve are estimated by REML [15], the concentrations
ere calculated and the percent recoveries were derived.
Then, by level of concentration, an analysis of variance,

ncluding the dog and the analyst by dog interaction as ran-
om effects, was fitted in order to estimate the mean recovery
noted m), the dog-to-dog variance, the analyst-to-analyst vari-
nce and the residual variance. The total variance was estimated

y summing the three variance components and is noted s2

15].
Tolerance intervals, m ± 2 s, were then computed by concen-

ration level. These intervals are supposed to contain 95% of the
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ndividual recoveries [16–18]. For consistency, the lower bounds
nd the upper bounds were smoothed over the concentration
ange.

The method was considered to have good performances at
concentration level if the corresponding tolerance interval is
ithin acceptance limits, i.e. between 70% and 130%. In such

ase, we would have guarantees that 95% of the recoveries are
etween 70% and 130% [19]. Consequently, the lower (upper)
imit of quantification was estimated as the smallest (largest)
oncentration for which both the lower and upper tolerance
imits are between 70% and 130%.

.4. Sample preparation

From each pool of concentration, 50 �l of plasma were taken
nd diluted in 400 �l of water. Fifty microliters of internal stan-
ard (gallopamil) were added in all samples, except blank placed
fter each 1000 ng/ml concentrations. These blanks were used
or estimating carry-over between injections. No relative carry-
ver higher than 0.5% was observed (data not shown).

.5. Chemicals and reagents

Verapamil (94837), gallopamil (M5694), amitriptyline
A8404) and sertraline (S63-19) were purchased from Sigma–
ldrich, St. Louis. Their chemical structures are shown in Fig. 1.
ethanol and acetonitrile (HPLC grade) were purchased from
cros.
Ammonia (25%) was purchased from VWR Internal. Sodi-

mbicarbonate was purchased from Merck. Deionized water was
roduced in house by a Milli-Q gradient system (Millipore).

.6. Extraction conditions with symbiosis pharma
The extraction procedure used is a “generic” method used
aily in the laboratory. No adaptation was made to this method
or optimizing extraction recovery. Sorbent used for extraction

ig. 1. Chemical structures of compounds used as analytes and internal standard.
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as Hysphere C18 high density (Spark, Holland). Extraction
artridge placed in a left clamp was activated with a 1 ml of ace-
onitrile/methanol (70/30) at 5 ml/min. The cartridge was then
quilibrated with 1 ml of ammonia 0.1% at 5 ml/min.

The plasma sample was loaded on the cartridge with 1 ml
f ammonia 0.1% via the sample loop of the autosampler at
ml/min.

A single backwash step was done with 1 ml of ammonia 0.1%
t 5 ml/min. Cartridge was transferred automatically in the right
lamp before elution takes place with the mobile phase (see
.7 Chromatographic conditions). During the elution of the car-
ridge, another cartridge is prepared in the left clamp allowing
arallel SPE processing.

Samples were kept at 12 ◦C in the autosampler during anal-
sis time. The autosampler loop and needle were washed with
wo different solvents: mobile phase A (see chromatographic
onditions) and methanol/water/trifluoroacetic acid (50/50/0.1)
v/v).

.7. Chromatographic conditions

The analytical column was a XTerra C18 50 mm × 4.6 mm,
article size 5 �m (Waters) with a Javelin filter (Thermo). Again,
he chromatographic method was generic and no further opti-

ization was brought to it.
The flow rate applied was 1 ml/min during gradient condi-

ions using two mobile phases:

Mobile phase A: methanol/isopropanol/NH4HCO3 50 mM
(5/5/90) (v/v).
Mobile phase B: methanol/isopropanol/NH4HCO3 50 mM
(90/5/5) (v/v).

The proportion of A in the gradient was the following: 70%
uring the first 2 min, 10% during the next minute and the 70%
gain.

.8. Mass spectrometry conditions

A tandem mass spectrometer API 3000 (AB-Sciex, Toronto,
anada) was used in ESI mode. Mass spectrometer parameters
re shown in Table 2.

Despite the use of a basic mobile phase, the positive ionization
ode was used and provided an excellent signal [20,21]. The

utomated tuning of Analyst 1.4 (Quantitative Optimization)

oftware was used for creating the multiple reaction monitoring
ode method. No further manual tuning was made to optimize

he method. No significant cross talk was observed between
nalytes.

able 2
etails about the mass spectrometry conditions that are compound dependent

Amitryptiline Sertarline Verapamil Gallopamil

ollision Energy 23 17 39 43
ollision cell exit 14 18 12 10
RM transition 278/233 306/275 455/165 485/165
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Table 3
Distributions of percent recoveries for each analyte using the OOD calibration

Compound Dog number used for calibration

1 2 6

Amitryptiline

Sertraline

Verapamil

The dashed curves correspond to the tolerance interval
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.9. Software and data analysis

Analyst 1.4 Software (MDS Sciex, Toronto, Canada) was
sed to control the mass spectrometer, acquire and calculate
ata.

The SAS system (Statistical Analysis System, SAS Institute
nc., Cary, NC, USA), version 9.1.3, was used to perform the
ata management as well as the statistical computations.

. Results
The results expressed as percent recoveries are par-
ially (to save space) and graphically presented in Table 3
OOD-calibration based results) and in Table 4 (WD- and

d

o
o

able 4
istributions of percent recoveries for each analyte using the WD and the pooled cal

WD calibration

mitryptiline

ertraline

erapamil

he dashed curves correspond to the tolerance interval.
. B 854 (2007) 183–191 187

ooled-calibration based results). Each graph represents a plot
f the percent recoveries as a function of the introduced con-
entration. The solid horizontal lines represent the target, which
eans that we would like to have recoveries between 70% and

30%. In other words, we would the results to be within 30%
f the true value. In addition, the dashed curves represent a tol-
rance interval in which we expect to find 95% of the future
ecoveries. The method is considered as valid in the concentra-
ion range for which both lower and upper curves are within the
cceptance limits. The smallest concentration of such a range

efines the lower limit of quantification.

We can observe that the tolerance limits obtained with the
ut-of-dog calibration are rarely within the acceptance limits. In
ther words, the lower limit of quantification is quite high. The

ibration

Pooled calibration
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Table 5
Percent bias and percent precision estimated for each analyte

Bias Precision

Amitryptiline

Sertraline

Verapamil
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he black curves correspond to the OOD calibration, the dashed curve to the po

eason is either the bias (quantifying amitryptiline or sertraline
ith calibration in dog 6), or the precision (quantifying amitryp-

iline or sertraline with calibration in dog 1), or both (quantifying
ith calibration in dog 2)
However, the within-dog calibration does have pretty good

erformances with lower limits of quantification smaller than
ng/ml for each compound.

The pooled calibration has a level of performance that is
etween the out-of-dog calibration and the within-dog calibra-
ion. The bias is controlled but the precision is less good than

he one estimated in the within-dog calibration.

All the bias and precision estimates are graphically sum-
arized in Table 5. It can be seen that the biases of both

he within-dog and the pooled calibration are close to zero

t
a
s

calibration and the dotted curve to the WD calibration strategy.

s the mean recoveries are close to 100% and they are close
rom each other. However, depending on the dog selected to
alibration, the out-of-dog calibration demonstrates significant
iases, going up to 20%. The same comments can be made in
erms of precision, i.e. the precision of the out-of-dog calibra-
ion can be very poor and is never better than the within-dog
ne.

. Discussion
When the matrix used to prepare the calibration curve is not
he same of the unknown samples, then checking the quality of
run using quality control samples, which are prepared in the

ame matrix as the calibration samples, does not make sense.
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Table 6
Distributions of percent recoveries obtained with the WD calibration strategies

Compound Dog number used for calibration

1 2 6

Amitryptiline

Sertraline

Verapamil

The dashed curves correspond to the tolerance interval.
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he reason is that the “within-dog” calibration does not induce
ny bias and its variability is smaller than the “out-of-dog” one.
o despite this type of quality control, the results may be biased
r the variability may be too large.

To avoid any bias and to improve the precision, the calibration
hould ideally be performed within each dog. However, it is not
ealistic to prepare a full calibration curve in each single dog
hat is enrolled in the study.

To solve that problem, in addition to the usual calibration
urve built with dog plasma collected in animals that do not enter
n the study, it could be envisaged, to analyze one or two samples

rom each animal, collected before the compound administration
nd spiked with well-chosen concentrations. By doing so, the
alibration curve could be corrected for each animal and as a
onsequence, the bias and the precision could be improved.

d
A
t
w

able 7
istributions of percent recoveries obtained with the WD calibration strategy after ca

Calibration with peak area

mitryptiline

ertraline

erapamil

he dashed curves correspond to the tolerance interval obtained at each level of conc
. B 854 (2007) 183–191

For prove-of-concept, this proposal, that we could call the
artial within-dog calibration, was applied using the data gen-
rated in our study. Once again, the presence of seven dogs in
he study design allowed us to perform seven assessments of
his proposal. The first assessment is the following: calibration
s performed with dog 1 and the concentrations of dogs 2,. . ., 7
re calculated as in the first assessment of the out-of-dog calibra-
ion approach. However, instead of calibrating with dog 1 only,
e added, for dogs 2,. . ., 7, in the calibration regression two

amples of the first preparation, those spiked at concentrations
f 100 and 500 ng/ml. Then, the second preparation samples of

ogs 2,. . ., 7 were calculated based on the regression analysis.
s second assessment, dog 2 is used to calibrate and concentra-

ions of the other dogs are calculated. And so on. Two samples
ere necessary in this case as there were some evidence that

librating either with the peak area or with the peak ratio

Calibration with ratio

entration.
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he slopes and the quadratic term coefficient were significantly
ifferent from one dog to another.

The results of these computations are summarized in Table 6.
he recoveries have to be compared to those obtained with the
OD strategy (Table 3). As expected, this partial WD calibration

trategy would allow us, on one hand, to significantly reduce the
ias and even maybe to make it negligible in our example (dog
6), and on the other hand, to reduce significantly the variability
n some cases (dog #2). If the calibration is performed with a
unction having a slope smaller than expected, it is going to
nduce a bias and an increase of the variability. If the slope is
arger than it should be, then only the bias will be affected.

Using an internal standard in bioanalysis is frequent in order
o improve the performances of the analytical method. An appro-
riate internal standard can correct a potential drift of the signal
r decrease the variations. The example of the verapamil in our
tudy illustrates the latter case (Table 7). However, if there is no
rift or if the run-to-run variability is negligible or if the internal
tandard signals are independent of the compound signals, then
he effect could be at the opposite of what expected. Indeed,
aking the ratio of independent peak areas could lead to more
ariability than using the analyte peak area.

. Conclusion

According to the experiments we performed in dog plasma,
he bioanalytical results obtained in the lead optimization
hase of drug discovery could be either biased or not precise
nough if they are obtained using calibration samples pre-
ared with plasma coming from dogs that do not enter in the
tudy.

However, the results of the experiment described in this paper

ndicate that a partial within-dog calibration would allow to
lmost eliminate the bias (up to 15% bias reduction in our exper-
ment), and to improve significantly the precision (up to 20% in
ur experiment).

[

[

. B 854 (2007) 183–191 191

As a consequence, the quality of the pharmacokinetic param-
ter estimates would be also improved and the risks to take a
rong decision in the pharmacokinetic study are reduced.
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